
DOI: 10.1126/science.1248484
, 296 (2014);344 Science

 et al.Maria Dornelas
Systematic Loss
Assemblage Time Series Reveal Biodiversity Change but Not

 This copy is for your personal, non-commercial use only.

 clicking here.colleagues, clients, or customers by 
, you can order high-quality copies for yourIf you wish to distribute this article to others

 
 here.following the guidelines 

 can be obtained byPermission to republish or repurpose articles or portions of articles

 
 ): May 14, 2014 www.sciencemag.org (this information is current as of

The following resources related to this article are available online at

 http://www.sciencemag.org/content/344/6181/296.full.html
version of this article at: 

including high-resolution figures, can be found in the onlineUpdated information and services, 

http://www.sciencemag.org/content/suppl/2014/04/16/344.6181.296.DC1.html 
can be found at: Supporting Online Material 

 http://www.sciencemag.org/content/344/6181/296.full.html#related
found at:

can berelated to this article A list of selected additional articles on the Science Web sites 

 http://www.sciencemag.org/content/344/6181/296.full.html#ref-list-1
, 9 of which can be accessed free:cites 19 articlesThis article 

 http://www.sciencemag.org/content/344/6181/296.full.html#related-urls
1 articles hosted by HighWire Press; see:cited by This article has been 

 http://www.sciencemag.org/cgi/collection/ecology
Ecology

subject collections:This article appears in the following 

registered trademark of AAAS. 
 is aScience2014 by the American Association for the Advancement of Science; all rights reserved. The title 

CopyrightAmerican Association for the Advancement of Science, 1200 New York Avenue NW, Washington, DC 20005. 
(print ISSN 0036-8075; online ISSN 1095-9203) is published weekly, except the last week in December, by theScience 

 o
n 

M
ay

 1
4,

 2
01

4
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
M

ay
 1

4,
 2

01
4

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ay

 1
4,

 2
01

4
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
M

ay
 1

4,
 2

01
4

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ay

 1
4,

 2
01

4
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/content/344/6181/296.full.html
http://www.sciencemag.org/content/suppl/2014/04/16/344.6181.296.DC1.html 
http://www.sciencemag.org/content/344/6181/296.full.html#related
http://www.sciencemag.org/content/344/6181/296.full.html#ref-list-1
http://www.sciencemag.org/content/344/6181/296.full.html#related-urls
http://www.sciencemag.org/cgi/collection/ecology
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


(4–6, 8) to contribute up to 80% to the primary
OH formation in the continental PBL, is general-
ly overestimated.
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Assemblage Time Series Reveal
Biodiversity Change but Not
Systematic Loss
Maria Dornelas,1* Nicholas J. Gotelli,2 Brian McGill,3 Hideyasu Shimadzu,1,4 Faye Moyes,1
Caya Sievers,1 Anne E. Magurran1

The extent to which biodiversity change in local assemblages contributes to global biodiversity
loss is poorly understood. We analyzed 100 time series from biomes across Earth to ask how diversity
within assemblages is changing through time. We quantified patterns of temporal a diversity, measured
as change in local diversity, and temporal b diversity, measured as change in community composition.
Contrary to our expectations, we did not detect systematic loss of a diversity. However, community
composition changed systematically through time, in excess of predictions from null models.
Heterogeneous rates of environmental change, species range shifts associated with climate change,
and biotic homogenization may explain the different patterns of temporal a and b diversity.
Monitoring and understanding change in species composition should be a conservation priority.

Habitat destruction, pollution, and overhar-
vesting, as well as climate change and
invasive species, have led to conspicuous

reductions in biological diversity (1). Globally,
increasing numbers of species are under threat
(2), populations of vulnerable taxa are declining
(3), and ecosystem function is changing as a re-
sult (4). Although these large-scale patterns emerge
from processes that are based on local commu-
nity structure, as yet there is no comprehensive
analysis of how temporal change in ecological
assemblages contributes to this global picture.
Because the implementation of conservation and

management decisions is typically at the scale of
local to regional ecosystems (5, 6), knowledge of
biodiversity change within assemblages is essen-
tial to inform policy. A comparative analysis of
change across taxa, biomes, and geographic re-
gions also provides insights into the mechanisms
involved. Here, we use a definition of biodiver-
sity that includes components of species richness,
composition, and relative abundance of species.
We use standardized biodiversity monitoring of
assemblages over years and decades to assess
global patterns of temporal change in species
diversity.

We quantified change in biodiversity through
time by two measures: temporal trends in a di-
versity and temporal b diversity (7). Temporal a
diversity is a measure of diversity within a sam-
ple. It can be measured as species richness or with
related diversity metrics that take species abun-
dances into account. To measure temporal change
in a diversity, we calculated, for each time series,

the slope of the long-term relationship between
diversity and time. Typically, b diversity is used to
compare the composition of different communities
in space, but it can also be used to compare the
composition of a single community through time.
Temporal b diversity (temporal turnover) quanti-
fies differences in species composition between
two (or more) samples separated in time. Tempo-
ral turnover can be measured with metrics of
similarity to track changes in species identities
(and sometimes their abundances) through time,
either by comparing adjacent sampling periods or
with reference to a single baseline sample or time
period. Because turnover metrics incorporate shifts
in species composition, they potentially provide a
more sensitive indicator of community change
(8) than does a diversity.

Given widespread evidence of habitat change
(9), abnormally high extinction rates (10), and
documented declines of many species (2, 3), we
predicted that most assemblages would exhibit a
decrease in a diversity through time, although the
pattern and extent of change may differ among
taxonomic groups, climatic regions, and marine
or terrestrial realms and with spatial scale (11).
For example, there is no evidence of consistent
loss of biodiversity among terrestrial plants (12).
Similarly, as a consequence of long-term changes
in species composition, we expected increases in
temporal b diversity measured relative to an early
baseline sample.

To quantify biodiversity change, we gathered
all data sets we could find that met a priori quality
criteria (13) for standardized, long-term quanti-
tative sampling. This collection includes more
than 6.1 million species occurrence records from
100 individual time series. There are 35,613 spe-
cies represented, encompassing mammals, birds,
fish, invertebrates, and plants. The geographical
distribution of study locations is global, and in-
cludes marine, freshwater, and terrestrial biomes,
extending from the polar regions to the tropics in
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both hemispheres (Fig. 1). The collective time
interval represented by these data is from 1874 to
the present, although most data series are con-
centrated in the past 40 years (Fig. 2). (See table
S1 for a full description of the data sets used in
the analysis and their sources.) We measured
temporal a diversity with 10 metrics, including
species richness, and temporal b diversity with
four metrics, including the Jaccard similarity in-

dex. A strength of our analysis is that we calcu-
late all metrics from the original data, rather than
relying on published summary statistics, and thus
are able to standardize sampling effort within each
time series. Details of statistical standardization
of data sets, choice of a diversity metrics, and
null distributions for b diversity metrics based on
Markov chain Monte Carlo (MCMC) methods
and neutral model analyses are described in (13).

Surprisingly, we did not detect a consistent
negative trend in species richness (Fig. 2A) or in
any of the other metrics of a diversity (fig. S1).
The overall slope (estimated by allowing each
study to have a different intercept, but constrain-
ing all studies to have the same slope) is sta-
tistically indistinguishable from zero (Fig. 2).
However, not all data sets have constant species
richness. In a mixed model in which both the

Fig. 1. Distribution of the survey sites included in our analysis. Data sets are color-coded to reflect their climatic region: pink, global; royal blue, polar;
turquoise, polar-temperate; green, temperate; gold, temperate-tropical; red, tropical. See table S1 for details and sources of the data sets.
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slope and the intercept are allowed to vary for
each time series, slopes for species richness differ
among assemblages, but do not exhibit system-
atic deviations. The variation cancels out because
there are approximately equal numbers of nega-
tive and positive slopes (41 and 59, respectively),
and the distribution of slopes is centered around
zero, with the majority of slopes being statisti-
cally very close to zero (65 of 100 time series;
Fig. 3A). This pattern was also observed for short-
term changes rather than long-term linear trends:
Of 1557 measurements of species richness in two
consecutive times, 629 (40%) increased, 624 (40%)
decreased, and 304 (20%) did not change (fig.
S2). Collectively, these analyses reveal local
variation in temporal a diversity but no evidence
for a consistent or even an average negative trend.

The variability in slopes of a diversity could
be explained by spatial, temporal, and biological
attributes of each of the time series. However, for
all measures of a diversity, slope is not a signif-
icant function of total species richness, extent of
the spatial distribution of samples, starting date,
or duration of the time series (figs. S3 and S4).
Average slopes estimated for the marine and ter-
restrial time series are not significantly different
from zero (fig. S5). Time series for terrestrial plants
exhibit, on average, a positive slope for species
richness, in contrast to Vellend et al. (12), who
found no consistent change. There are no signif-
icant patterns for other taxonomic groups. An
analysis of slopes by climatic regions reveals that
temperate time series have a significantly positive
trend, and time series sampled at a global scale
show a significantly negative trend (fig. S5). Trop-
ical time series also have a negative slope, but it is
not significantly different from zero.

In contrast to species richness and other mea-
sures of a diversity, species temporal turnover as

measured by the Jaccard similarity index and
other measures of b diversity (fig. S6) exhibits
consistent long-term changes (Figs. 2B and 3B).
Specifically, community similarity measured as
Jaccard’s index between an ensuing year and the
first year of sampling (the time-series baseline)
decreases in 79 out of 100 the time series, with a
slope of –0.01 on average. Because Jaccard’s
similarity is bounded between 0 and 1, a 0.01
slope means change in community composition
per decade of 10% of the species (Fig. 2B). This
result is robust if the last census point is used as
the baseline (fig. S7). A model with constant
overall slope and different intercept for each time
series (and with the time axis rescaled relative to
each time-series baseline) is also negative. Turn-
over slopes are therefore almost uniformly neg-
ative, which is indicative of systematic change in
community composition since the initial census
point.

Even in a stochastic time series, some degree
of turnover is to be expected because of temporal
autocorrelation. However, the patterns of turn-
over in these time series are more pronounced
and negative than what would be expected from
simple temporal autocorrelation. Specifically,
MCMC simulations of species-specific extinction
and colonization produce slopes in turnover of
–0.000013 on average, with confidence intervals
straddling zero, and an approximately 50-50 dis-
tribution of positive and negative slopes (13) (fig.
S8). Similarly, neutral model simulations incor-
porating species abundance show change in sim-
ilarity two orders of magnitude lower than we
observed (13) (fig. S9). The decrease in commu-
nity similarity observed in our analysis is therefore
not a simple consequence of drift and autocorre-
lation caused by a colonization-extinctionMarkov
model or by a model of neutral dynamics.

These time series collectively exhibit no sys-
tematic change in temporal a diversity, although
temperate assemblages show, on average, a posi-
tive trend in a diversity, whereas at the global scale
we detected a negative trend. Moreover, across all
climatic regions, realms, and taxonomic groups,
temporal b diversity is increasing relative to the
baseline (initial) sample. There are several rea-
sons why a diversity may remain constant while
temporal b diversity is consistently increasing.

One potential driver is that intensification of
trade and transport, combined with the rapid in-
crease in invasions of exotic taxa, is leading to the
homogenization of species composition at local
scales (14). Although homogenization may lead
to a global loss of species, a diversity at local
scales may stay constant or even increase as in-
vaders replace residents and b diversity changes
through time (11). This was the mechanism that
Elton highlighted when he first voiced concerns
about global biodiversity loss (15). Additional
forces that might contribute to these contrasting
patterns of a and b diversity include poleward
shifts in geographic ranges as species respond to
climate change (16).Moreover, contemporary hab-
itat destruction and species loss is higher in
tropical versus temperate regions (9), which is
consistent with assessments of change in tempo-
ral a diversity in terrestrial plants (12) and pop-
ulation trends of vertebrates (17).

Our results suggest that local and regional
assemblages are experiencing a substitution of
their taxa, rather than systematic loss. This out-
come may in part reflect the fact that most of the
available data are from the past 40 years, which
highlights concerns over the problemof a “shifting
baseline” in diversitymonitoring (18). Nonetheless,
we show that at these temporal and spatial scales
there is no evidence of consistent or accelerating
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loss of a diversity. Most important, changes in
species composition usually do not result in a
substitution of like with like, and can lead to the
development of novel ecosystems (19). For ex-
ample, disturbed coral reefs can be replaced by
assemblages dominated by macroalgae (20) or
different coral species (21); these novel marine
assemblages may not necessarily deliver the same
ecosystem services (such as fisheries, tourism, and
coastal protection) that were provided by the
original coral reef (22).

Our core result—that assemblages are under-
going biodiversity change but not systematic bio-
diversity loss (Figs. 2 and 3)—does not negate
previous findings that many taxa are at risk, or
that key habitats and ecosystems are under grave
threat. Neither is it inconsistent with an unfolding
mass extinction, which occurs at a global scale
and over amuch longer temporal scale. The chang-
ing composition of communities that we docu-
ment may be driven by many factors, including
ongoing climate change and the expanding dis-
tributions of invasive and anthrophilic species.
The absence of systematic change in temporal a
diversity we report here is not a cause for com-
placency, but rather highlights the need to address
changes in assemblage composition, which have
been widespread over at least the past 40 years.
Robust analyses that acknowledge the complex-
ity and heterogeneity of outcomes at different
locations and scales provide the strongest case for
policy action. There is a need to expand the focus
of research and planning from biodiversity loss to
biodiversity change.
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Structural Basis for Assembly
and Function of a Heterodimeric
Plant Immune Receptor
Simon J. Williams,1*† Kee Hoon Sohn,2,6*† Li Wan,1* Maud Bernoux,3* Panagiotis F. Sarris,2
Cecile Segonzac,2,6 Thomas Ve,1 Yan Ma,2 Simon B. Saucet,2 Daniel J. Ericsson,1‡
Lachlan W. Casey,1 Thierry Lonhienne,1 Donald J. Winzor,1 Xiaoxiao Zhang,1 Anne Coerdt,4
Jane E. Parker,4 Peter N. Dodds,3 Bostjan Kobe,1,5† Jonathan D. G. Jones2†

Cytoplasmic plant immune receptors recognize specific pathogen effector proteins and initiate
effector-triggered immunity. In Arabidopsis, the immune receptors RPS4 and RRS1 are both required
to activate defense to three different pathogens. We show that RPS4 and RRS1 physically associate.
Crystal structures of the N-terminal Toll–interleukin-1 receptor/resistance (TIR) domains of RPS4
and RRS1, individually and as a heterodimeric complex (respectively at 2.05, 1.75, and 2.65
angstrom resolution), reveal a conserved TIR/TIR interaction interface. We show that TIR domain
heterodimerization is required to form a functional RRS1/RPS4 effector recognition complex. The RPS4
TIR domain activates effector-independent defense, which is inhibited by the RRS1 TIR domain
through the heterodimerization interface. Thus, RPS4 and RRS1 function as a receptor complex in
which the two components play distinct roles in recognition and signaling.

Plant immune receptors contain nucleotide-
binding and leucine-rich repeat domains and
resemble mammalian nucleotide-binding

oligomerization domain (NOD)–like receptor
(NLR) proteins (1). During infection, plant NLR
proteins activate effector-triggered immunity
upon recognition of corresponding pathogen
effectors (2, 3). NLR protein activation of de-
fense mechanisms is adenosine triphosphate
dependent, causes defense gene induction, and
often culminates in the hypersensitive cell death
response (hereafter referred to as cell death)
(4–6).

In some cases, plant and animal NLRs function
in pairs to mediate immune recognition (7). For
instance, both RPS4 (resistance to Pseudomonas
syringae 4) and RRS1 (resistance to Ralstonia
solanacearum 1)NLRs are required inArabidopsis
to recognize bacterial effectors AvrRps4 from
P. syringaepv.pisi andPopP2 fromR. solanacearum
and also the fungal pathogen Colletotrichum hig-
ginsianum (8, 9). Several NLR gene pairs in rice
also function cooperatively to provide resistance to
the fungusMagnaporthe oryzae (10–14). Similarly,
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